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Abstract

Turbo codes, low-density parity-check (LDPC) codes and turbo product codes (TPCs) are high performance
error-correction codes which employ iterative algorithms for decoding. Under different conditions, the behaviors
of the decoders are different. While the nonlinear dynamical behaviors of turbo code decoders and LDPC decoders
have been reported in the literature, the dynamical behavior of TPC decoders is relatively unexplored. In this paper,
we investigate the behavior of the iterative algorithm of a two-dimensional TPC decoder when the input signal-to-
noise ratio (SNR) varies. The quantity to be measured is the mean square value of the posterior probabilities of the
information bits. Unlike turbo decoders or LDPC decoders, TPC decoders do not produce a clear ‘‘waterfall region’’.
This is mainly because the TPC decoding algorithm does not converge to ‘‘indecisive’’ fixed points even at very low
SNR values.
� 2006 Elsevier Ltd. All rights reserved.
1. Introduction

In the past decade, there has been a lot of interest in studying channel codes, e.g., turbo codes, low-density parity-
check (LDPC) codes and turbo product codes (TPCs) [1–7]. The main motivation for studying these codes is that the-
oretically they can achieve performance very close (as close as 0.0045 dB) to the Shannon’s limit [8]. Practically, such
codes have also found applications in areas like mobile communications, optical communications and satellite commu-
nications [9–13]. Turbo codes and LDPC codes have relatively better performance compared to TPCs, but TPCs are
becoming very competitive as fast parallel decoders can be implemented easily. While turbo codes, LDPC codes and
TPCs are based on different encoding algorithms, their decoding methods share the same philosophy. All the decoders
make use of nonlinear iterative algorithms to recover the codewords.

Due to their nonlinearity, the iterative algorithms exhibit phenomena such as fold, flip and Neimark-Sacker bifur-
cations. In particular, it has been reported that turbo decoders and LDPC decoders converge to indecisive fixed
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points with errors occurring at the low signal-to-noise (SNR) region, and to unequivocal fixed points with all code-
words decoded correctly at the high SNR region [1,5,14]. Moreover, from the low SNR region to the high SNR
region, there is a transition region known as the ‘‘waterfall region’’ where periodic and chaotic behaviors are
observed in the decoder. Feedback mechanisms have also been proposed to enhance the decoder performance in
the waterfall region [14,15].

In this paper, we focus on the dynamical behavior of the two-dimensional TPC decoders under an additive white
Gaussian noise channel. We observe that unlike turbo code and LDPC decoders, TPC decoders do not converge to
indecisive fixed points even at very low SNR values. Rather, they produce periodic orbits and chaos. Because of this,
there is no well-defined ‘‘waterfall region’’. Nonetheless, when the SNR value is large enough, the TPC decoders con-
verge to unequivocal fixed points. We organize this paper as follows. In Section 2, we briefly review the operation
principles of the TPC encoder and decoder. In Section 3, we present the measure by which the dynamical behavior
of the TPC decoders is traced. Detailed simulation results and discussions are then given. Conclusions will be drawn
in Section 4.
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Fig. 1. Encoding procedures of a 2-D turbo product code. (a) Information bits form the entries of a 4 · 4 matrix, (b) row encoding and
(c) column encoding.
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Fig. 1 (continued).
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Fig. 2. Test patterns generated by the Chase algorithm, p = 2.
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2. Review of turbo product codes

2.1. Encoding of TPC codewords

Turbo product codes (TPC), also known as block turbo codes, are built from two-, three-, or multi-dimensional
array of block codes. In general, the larger the dimension, the higher the TPC complexity. Also, the constituent codes
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Fig. 3. Iterative process of a 2-D TPC decoder.
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Fig. 4. Behavior of E(l) at various SNR values. E(l) goes into (a) a chaotic orbit at SNR = �50 dB, (b) a chaotic orbit at
SNR = �30 dB, (c) a periodic orbit at SNR = �25 dB and (d) a chaotic orbit at SNR = �1.65 dB.
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forming TPC can be different, though they are usually identical for simple implementation. Suppose the constituent
codes are of the same type. Then, dependent upon the type of constituent codes, TPCs can be categorized into Ham-
ming product codes, extended Hamming product codes, single-parity-check product codes, etc.

Since high dimensional TPCs are very complicated and are not easy to implement, we focus our study on 2-D TPCs.
For example, given the Hamming codes Ci = (ni,ki,di); i = 1,2, where ni, ki and di denote, respectively, the codeword
length, the number of information bits and the minimum Hamming distance of the ith Hamming code. A 2-D TPC,
denoted by (n,k,dmin) = (n1n2,k1k2, dmin), can be obtained by arranging the information bits in a rectangular array,
and encoding the rows and then columns with the row encoder and the column encoder, respectively. It has also been
shown that in the resultant coded matrix, all rows are codewords of C1 and all columns are codewords of C2. Based on
this property, it can be proved that the minimum distance of the TPC, denoted by dmin, is equal to the product of the
minimum distances of the constituent codes, i.e., dmin = d1d2.

In Fig. 1, we illustrate the steps for encoding a 2-D TPC in which the constituent codes are both the (7,4) Hamming
code. First, the information bits form the entries of a 4 · 4 matrix, as shown in Fig. 1(a). Then, each row of elements is
encoded by the C1 = (7,4) Hamming code, which adds 7 � 4 = 3 check bits to the end of each row, as in Fig. 1(b).
Finally, in Fig. 1(c), each of the columns is further encoded by C2 = (7,4) Hamming code, appending 3 other check
bits to the end of each column. Thus, we obtain a TPC with parameters n = 49, k = 16 and dmin = 9. Since the TPC
encoder produces check bits on check bits, the final codeword is different from the parallel concatenated product code
which does not contain any check bits on check bits [16]. Also, in the aforementioned encoding procedures, the row
encoding and the column encoding steps can be interchanged, i.e., column encoding can be performed prior to row
encoding, without affecting the output codewords.
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Fig. 5. Behavior of E(l) at various SNR values. E(l) goes into (a) a periodic orbit at SNR = �1.45 dB, (b) a chaotic orbit at
SNR = �1.3 dB, (c) a periodic orbit at SNR = �1.1 dB and (d) a chaotic orbit at SNR = �0.9 dB.
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2.2. Decoding of TPC codewords

2.2.1. Decoding of block codes

We first consider the decoding of a block code using the well-known decoding technique, the Chase algorithm [17].
Denote the transmitted codeword by
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SNR =
c ¼ ½ c1 c2 � � � cn � ð1Þ
where ci 2 {0,1}. Then, we map the components of the codeword as 0!�1 and 1! +1. The transmitted signal vector
is presented by
s ¼ ½ s1 s2 � � � sn � ¼ ½ 2c1 � 1 2c2 � 1 � � � 2cn � 1 � ð2Þ
where si 2 {�1,1}. Assuming the channel contains additive white Gaussian noise (AWGN) only, the received noisy sig-
nal vector, denoted by r, is given by
r ¼ ½ r1 r2 � � � rn � ¼ sþ g ð3Þ
where the vector g ¼ ½ g1 g2 � � � gn � consists of noisy elements with zero mean and variance r2. The signal-to-noise
ratio (SNR) of the system is thus equal to 1/r2.

After receiving the noisy codeword r from the channel, we first determine the p least reliable bit positions if hard
decisions are to be made on all bits, where p is usually a small number. Then, we replace the noisy signals at these
bit positions by all possible bit combinations and form 2p test patterns. In Fig. 2, four test patterns are created based
on the received noisy codeword. Note that except in the p bit positions, the received signals corresponding to other bit
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Behavior of E(l) at various SNR values. E(l) goes into (a) a periodic orbit at SNR = �0.5 dB, (b) a periodic orbit at
0.5 dB, (c) an unequivocal fixed point at SNR = 4.5 dB and (d) an unequivocal fixed point at SNR = 6 dB.
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positions remain unchanged. After passing the test patterns to a hard-decision decoder, 2p possible codewords, denoted
by d(i), i = 1,2, . . . , 2p, are obtained, among which the most likely one will be chosen as the decoded codeword according
to the following rule:
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d ¼ ½ d1 d2 � � � dn � ¼ dðjÞ s:t: jr� ð2dðjÞ � 1Þj 6 jr� ð2d ðiÞ � 1Þj 8i 2 f1; 2; . . . ; 2pg ð4Þ
where

• dm 2 {0,1}; m = 1,2, . . . ,n;
• 1 denotes the all-ones vector; and
• jx � yj represents the Euclidean distance between x and y, i.e.,
jx� yj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

m¼1

ðxm � ymÞ
2

s
: ð5Þ
2.2.2. Decoding of TPCs

The usual Chase algorithm is not applied directly to TPC decoding because the sub-decoders of TPC should produce
soft outputs (extrinsic information) during the iterative process. The extended Chase algorithm [6], which produces soft
outputs, is used instead in the TPC decoder. A typical TPC decoder consists of a row sub-decoder and a column sub-
decoder which work iteratively one after the other, as shown in Fig. 3. Denote the signal matrix (size n · n) received via
the AWGN channel by R. Also, denote the soft input matrices to the row sub-decoder and column sub-decoder by Rrow
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and Rcol, respectively. Note that the soft input matrices change as the iterative process goes on and each entry in the
matrices corresponds to a coded bit received.

In the first iteration of the row sub-decoder, the soft input matrix equals the received signal matrix, i.e., Rrow = R.
Consider any one of the rows in Rrow. In the extended Chase algorithm, two soft outputs are generated for each bit by
the sub-decoder. One of the outputs corresponding to the mth bit of the row under consideration is given by [6]
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� �

2dm�1
4

if d ðqÞ exists

bð2dm � 1Þ if d ðqÞ does not exist

8<
: ð6Þ
where

• r is the row vector;
• d is the decoded codeword found using (4);
• d(q): q 2 {1,2, . . . , 2p} represents the possible codeword satisfying dm 6¼ d ðqÞm and (2d(q) � 1) is at a minimum Euclidean

distance from r among the possible codewords; and
• b is the reliability constant.

Another soft output, denoted by wm, is found by subtracting rm from r0m, i.e.,
wm ¼ r0m � rm ð7Þ
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The above algorithm is applied to all rows of the soft input matrix and a soft output matrix, denoted by Wrow and in
which elements are those found using (7), is produced. As for the soft input matrix for the column sub-decoder, it is
computed from
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Rcol ¼ Rþ aW row ð8Þ
where a is a scaling factor. Based on the same principles in (6) and (7), the column sub-decoder generates soft outputs r0m
and wm for the mth bit of each column vector. Similarly, a soft output matrix Wcol is formed and the soft input matrix
for the row sub-decoder is updated using
Rrow ¼ Rþ aW col: ð9Þ
The iteration process continues until the maximum number of iterations has been reached or convergence has taken
place.
3. Dynamics of 2-D TPC decoder

3.1. System parameters

As discussed in the previous section, there are several adjustable parameters in the TPC decoder. They are the test
pattern parameter (p), the weighting factor (a) and the reliability factor (b). Each of them can alter the dynamics of the
decoder. Here we set the values of p, a and b as 2, 0.5 and 1, respectively. These values are typically used in other TPC
studies [6].
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Moreover, we assume that the ratios of consecutive noise samples, i.e., g1/g2,g2/g3, . . . ,gn�1/gn, are fixed and the all-
zero codeword is being transmitted [5]. After making the aforementioned arrangements, we observe the dynamical
behavior of the decoder as the signal-to-noise ratio (SNR) varies. To study the dynamics of the TPC decoder, we intro-
duce a measure, denoted by E, that represents the mean-square value of the posterior probabilities of the decoded bits
being equal to zero and is approximated by [6]
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Note that in (10), r0m;dm¼0 is always less than zero. Therefore, when the SNR increases (r2 decreases), the exponential
function tends to zero and the measure E converges to unity. Here, the measure is computed based on the soft outputs
of the column sub-decoder.

We select the TPC (15,11)2 and a random noise realization. We then perform simulations with SNR ranging from
�50 dB to 6 dB. For each SNR value, we perform 1000 full iterations (consisting of one row sub-decoding and one
column sub-decoding) and record the changes of the signals of the decoder.

3.2. Simulation results

To study the changing dynamical behavior of the TPC decoder, we plot the trajectory of E(l) against l, where l

denotes the iteration number. Figs. 4–6 show the results as the SNR value is increased. Starting at SNR = �50 dB
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at which the phase trajectory of E(l) is chaotic, as shown in Fig. 4(a), we gradually increase the SNR. We observe that
the first bifurcation occurs between SNR values of �30 dB and �25 dB. Fig. 4(b) and (c) shows that the phase trajec-
tory of E(l) changes from chaotic to periodic when the SNR is increased from �30 dB to �25 dB. When the SNR is
increased further, we find that the periodic points lose their stability and bifurcate at around SNR = �1.7 dB.
Fig. 4(d) shows a chaotic trajectory at SNR = �1.65 dB. Further increasing the SNR creates further bifurcations.
Fig. 5(a) and (b) depicts the periodic trajectory at SNR = �1.45 dB and the chaotic trajectory at SNR = �1.3 dB,
respectively. When we increase the SNR again, periodic trajectories and chaotic trajectories occur in subsequent
SNR regions. In Fig. 5(c) and (d), the trajectories of E(l) are shown at SNR values of �1.1 dB and �0.9 dB. The tra-
jectory converges to a periodic orbit again when SNR reaches �0.5 dB. Fig. 6(a) and (b) plots the trajectories at SNR
values of �0.5 dB and 0.5 dB, respectively. Finally, when the SNR value is large enough, the TPC decoder arrives at an
unequivocal fixed point after a number of iterations. The trajectories corresponding to SNR = 4.5 dB and 6 dB are
shown in Fig. 6(c) and (d), respectively.

Figs. 7–10 further show the typical behaviors of the TPC decoder in different SNR regions. In Fig. 7, at an SNR
value of �1.65 dB, we observe that the TPC decoder behave chaotically. Throughout the 1000 iterations, the value
of E(l) changes within [0.515,0.54] without any fixed pattern. Also, the number of error bits changes erratically with
the number of iterations. In Fig. 7(c), a plot of E(l + 1) versus E(l) for the last 100 iterations illustrates that all the points
are distinct. The histogram of these 100 values is then plotted in Fig. 7(d), which clearly shows that the value of E(l)
spreads over a wide range. In Fig. 8, at an SNR value of �1.45 dB, we observe that the TPC decoder converges to
a periodic orbit after about 120 iterations. Fig. 8(c) also illustrates the period of the trajectory is 2 (note the two points
near the value 0.5435 on both axes). Fig. 9 depicts the behavior of the TPC decoder at an SNR value of 0.5 dB. Similar
to the case when SNR = �1.45 dB, the decoder produces a periodic orbit. The plot of E(l + 1) versus E(l) at the steady
state, as shown in Fig. 9(c), discloses that the orbit has a period of 6. As can be judged from Fig. 9(c), the number of
error bits remains at 9 after the decoder has entered into the periodic orbit. Finally, with sufficiently large SNR, the
decoder converges to an unequivocal fixed point. Fig. 10 shows such a case with SNR = 4.5 dB. It can be clearly seen
that the decoder converges to the correct codeword very quickly.
4. Conclusion

In this paper, we have investigated the behavior of a two-dimensional turbo product code (TPC) decoder. Like turbo
codes and low-density parity-check (LDPC) codes, TPC relies on the use of iterative algorithms for decoding the code-
words. Unlike the turbo and LDPC decoding algorithms, however, the TPC decoding algorithm does not produce a
clear ‘‘waterfall region’’, below and above which the algorithm is expected to converge to indecisive fixed points and
unequivocal fixed points, respectively. The main reason is that the TPC decoder does not converge to any ‘‘indecisive’’
fixed points. While bifurcations do occur at low signal-to-noise ratio (SNR) values, the TPC decoder trajectory mainly
changes from periodic orbits to chaotic orbits, and vice versa. Convergence to indecisive points is not observed even at
an SNR of �50 dB. Similar to the trajectories of the turbo decoders and LDPC decoders, the TPC decoder trajectory
eventually converges to unequivocal fixed points when the SNR value is large enough.
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